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White paperRealtime backhaublssurancéo enhanceQoE

1. Introduction
Backhaul assuran€emle expanddn response to highetraffic complexity and
use ofcarrier Ethernetbackhaul

LTE bringthe much needed performance and cagity improvement over 3G that enables operators to provide
better service and QOE to their subscribers. Bofeverage the new network capabilities, operators need to manage
traffic more activelyg indeed, proactively¢ to prevent service issuefsom manifesting.They needto be able to Complexity and unven distribution of traffic
monitor, troubleshoot andoptimize eachelementin their network, while at the same time keeping track of QaBd
endto-end network performance in reaime. Legacy networksgss complex and more homogeneotigan LTE
networks, do not requireg or allow ¢ this intense level of management of network seurces Theyare easier for QoE focus in traffic management
mobile operators to monitor and operate.

Latency-sensitive content dominant

Multi-layer, multi-RAT HetNets

Today,mobile operators are modifying theibackhaul to supporthesecomplex heterogeneous networks with
latency-sensitive applicationswhich requirereak-time, QoEbased optimizationf operatorsareto make more ‘ ‘ ‘
efficient and profitable use of thi& network resourcesThe introduction of LTE and the overall network evolution

affect backhaul and, specificallpackhaul assurancprimarily along two dimensionsthe overall changes in traffic
dynamics and traffic management, and specific changes in backhaul technology and provisioning.

Evolution in
backhaul assurance

Not only arewe seeing a staggering increase in traffic volumes; the complexity of traffic is incregaitgmobile

operators hae to manage traffic flows tied to different applicatiorthat havedifferent requirements,are extremely f f f
variablein spatial and temporal distribution, andre subject to complexrealtime policy enforcementAndthey
haveto achieve this managemerih networkswith multiple layers andmultiple RATsOperators want to use their
network resources as efficiently as they camdto keep their subscribers happgven under the most demanding Ethernet IP-based backhaul
application requirementsto do so, they have t@xplicitly monitor and optimize QoE. Backhaul still has to provide th
required capacityas ithasin legacy networks, but it also has tddressthe traffic complexityand latency sensitivity Third-party backhaul service providers
appropriatelyto avoid becoming the performance bottleneck in mobile networks

Shared backhaul

Management ofmobile backhaulis made even more complex lifie expanding adoption ofrue IRbased Ethernet Source: Senza Fili
technologies andby the fact that backhauprovisioningisincreasinglysharedand managedby third-party service

providers Operators have lesdirect control over the backhaybndfind it more difficult to gain visibilityinto it, at a time when the relevance of control and visibility
have grown along with the need to manage traffic more actively. Backhaul assureessentialto giving mobik operators the tools they need to monitor and
troubleshoot ther networks endto-end and address appropriately any performance issue that may arise within the backhaul portion of their networks.
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2. Traffic growth and focus on Qoéqguireanew approach to traffic management
Video and voice lead tthe dominance of reatime data

Mobile traffic continues to grow relentlelys; from 3.7 to 30.6 TB/month over the

20152020 period, with a 53% CAGR, according to Ciscd M&itraditional

response tdncreased demantias been to addell sites osectors to increase 35
capacity Thisis no longer sufficierg andit is afinancially challengingropositionfor
mobile operatorsvhen used alone: iequires large investments #h are notbacked
by a corresponding increase in revenbecauseARPUSs are stable or even declining 25
in most markets.

The evolution of traffic type

Mobile File Sharing (1%,2%)

30 Mobile Audio (8%,6%)

Mobile Web/Data/VolP (36%,17%)

Mobile Video (55%,75%)
Exabytes

Mobile operators are discovering that they need to manage traffic more actively toper Month 45

drive resource utilization up, because thipwsthemto extract more value from

the deployed infrastructurgand contain or postpone the need for expensive 1
network expansioriVith a more proactivéraffic management approacimobile 5
operatorscanpurposely allocate network resources to maximize Qglzingtheir
, : : 0
subscribers the best experience their netwackn support. 2015 2016 2017 2018 2019 2020

Figures in parentheses refer to 2015 and 2020 traffic share.

Most of the attentionin the wireless industriodayfocuses on the increase in data : )
Source: Cisco VNI Mobile, 2016

traffic, but equally importanis the change itraffic characteristics, especially
distribution and canplexity. Initially all traffic wagoice.Texting added some amount
of data, but the volumes were always limited ahd requirementseasy to meet

Today mostnobiletraffic (more than90% in developed markets)data, and with
VoL TEvoicetoo becomesan instanceof datatraffic. Mobile video will increase from
2 to 23 TB/month, m11-fold increase, between 2015 and 2Q02dd will accountor
75%o0f total mobiledata traffic by 2020The requirements operators must meet to
provide a good subscriber exjince become more stringent with the increasing
prominence of reatime trafficsuch as voice and vidg@onversationalideotraffic,
adz0K | a ! LlaidMieas? Tl OsSntAnN@Sedscesequires voice
and video clarity with no perceptibleethy or packet losandismore sensitive to
latency issues than streaming services.

©2016{ SYyT I CAftA [/ 2yadAg idAy3d w 666PaASYyT | TAtAO2yadAg GAYyTdO2Y |3



White paperRealtime backhaubssurancdéo enhanceQoE

3. Traffic complexity and uneven distribution grow in LTE networks
QoE becomes the target of network traffic optimization

The shiftto IP datadoesnot make it easier to manage trafficiorities. Furthermore Traffic characteristics that affect network management

the way we use data and the requiremefus different data flows have added

L . i i - . Traffictype. Requirements for different types of traffic (e.g., voice, video, c
complexity in managing traffic edd-end in mobile networksThe table on the right

besteffort data) vary greatlin terms of bandwidth, latency, jitter, packet

listsdifferent drivers respon§ible fdhe increase in data cqr.nplexiﬂyat. affect the loss, and mobility. Voice remains a special case, with subscribers strongl
yvay operators mar_1age their ovgrall netv\_/orks and, specifically, their bacHeaul. sensitive to degraded quality.

increased use of video and the introduction of VOLTE are the changes thétdthve — . . .

the largest impacto date. We expect the other driversuch as lofo take on a Application or service typeThe same traffic type may be transmitted as a

large role in shaping traffic management in the future. different service or within a different application. For instance, subscribers

get streaming video within OTT applicas@ich as Netflix, or as a

Voice and video provide a good illustration of the impact of traffic complexity on ~ conversational video for an OTT application sudVesExor Zoom, or an
network managemenReaitime traffic types such asdeo and voice have similar ~ OPeratormanaged VILTE service. Video traffic may also be encrypted or
requirements in terms dftency, jiter and packet loss thaets them aparfrom and optimized by the content provider or the operator.

other data streamsyetoperatorstypicallytreat video and voicelifferently. Because  gpatial distribution Usage is extremely concentratgdographicallyn a small

of the importance of voice quality for subscriber retention, operators may want to part of the networkg specfic venues, central metropolitan areqéeading to
give VOLTE priority over ather data services, includirareamingvideo.Because of  congestion in specific areas.

the high bandwidth requirements efdeo, they may want to limit the bandwidth
allocated tovideo traffic in networks that are at capacity or congestadddition,
because of the special requirents of VOLTE, operators have to treat VoLTE traffic

Temporal distribution The network traffic load changes througit the day
and week as subscribers travel to and from work, and go out at night and

differently from OTT voice servic&milarlythey may set higher performance weekends.
targets for conversational video thdor streaming videobecausesubscribers are Microbursts. Data traffic is inherently spiky at the millisecond leamti below
likely to be more sensitive to the qitslof conversational video. This may cause congestion in the network even thowtien looking at

transported traffic averaged over time, the traffic load on the network
As a result, mbile operatorsneedto manage traffic more carefully to drive resource appears to be operating within capacity.

utilization. This translatnto the need tananage and monitor traffic not as a

homogeneous flow of packets, but asancurrentset of fows. Policy, traffic prioritization The mobile operator may use policy to prioritize

traffic or allocate it to specific RATs, channels or infrastructure elements (

Astraffic flowsthroughthe network endto-end, operators need to know what the macro or small cells).

performancedevelis, both at different locations within the network afrdm the
subscriber perspective in terms of Qd&ey need to know thifom multiple
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dimensiong; by application, type of trafficandlocation¢ andthey need to know it
in real time. For both monitoring and troubleshooting the netwaneratorsalso

need a precise understanding of what is requi@énsure good Qoland to - O : ?ng;gst; 'IS ase
prevent or slve performance issueBor that they need visibility o the network at 5 than 5% of the
different levels of granularity to see how, for instanagplication, traffic and :2 area
locationinteract with each othemwithout succumbing to unmanageable complexity. = O
o / o -

Traditionally operators have relied ohistoricalnetwork KPI¢hat provide an § " 22,,/;: ;23?“',5855
avergyed view of the performance oktwork elemens. Althoughthis data is still § than 0.35% of
valuable andundoubtedlyoperatorswill continueto use themto assess network the area
performance historicalavelaged KPIldo nothavethe granularly needed to assess = ‘ :
network performance in real time, how it relatde® QoEand what the bottleneckim Proportion of geographic area
the networkare. o

Non-uniformity in demand by location Source: Viavi

For instancean operator may decide to give priority to voice and selected video

services, anénsure that the latency is low for this type of service. Howetes,

may drive ugatency for applications like web access, messaging or downardis,

this is acceptable becaus&reased latency thers likely to go unnoticelly

subscribers. As a rdsuthe averaged network latency may be higher than if all traffic

were treated equally, but the latency for the selected voice and video services may

0S 26X YR KSYyOS Ay fAYS 6A0K GKS 2LISNF(G2NDa

How should operators leverage theiiease in traffic complexity to their advantage?

What targetsshouldoperators pursue to get the best QoE? In the vaiominated

networksof the past, the answer was straightforwaadlJS N} 62 NARQ YI Ay 32+t 41l &
maximize voice capacity, measured in erlahg8G networks, increasing data

capacity andoweringlatency became essential targein 4G networks, with the

emphasis shifting toward QoE, the targets of optimizaktiamebecome more

complex to define.

Metrics like capacity and latency are still@al, but they have to be optimized for
specific traffic flows or, as they are increasingly called, specific network slices, rather
than for the overall traffic to and from the RAN. Network slices are logically
separated traffic streams that may be definegtraffic type, application, target

device, service, or other parameters.

LISNF2NXIyOS (FNBSGA®

G2
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The goal for operators is no longer to have the lowest latency and highest capacity - %

the network level, but to have the lowest latentyghest capacityor bothfor the @ N m VEPC @
network slices that matter most to the operator, or that need it most. This approach & 0SS/ | m

may requireg as a side effea that network slices deemed to have a lower priority | ogical i
KPIs, but dt retain a good QoE. ' Slice NW 1 i } Logically separated

SD Access > SD Core

or less stringent requirements end up having a degraded performance in terms of Device

While this approach increasthe complexity of traffic management, it opens new Physical network and
opportunities for mobile operators to allocate network resources in a reéfieient { SlceNw3 | Physicalidoricas
way, whichif implemented properly should raise ti@@oE within theexisting Source: KDDI

network ¢ thusremoving or postponing the need foapexfor capacity expansion. It
also enablsmobile operators to define a traffic management strategy as a

. . . o Sliced networks for connected cars
differentiator from other operatorsand use it as a competitive tool.

One physical device S iawera
Multiple logical device | 1. For Control
eSIM (B2C)
y - 2. SW update
Lo
/< 3-1. Sensor car e
eSIM (B2B2C)
3-2. Sensor car
~ 4. Entertainment
Sliced networks Source: KDDI

©2016{ SYyT I CAftA [/ 2yadAg idAy3d w 666PaASYyT | TAtAO2yadAg GAYyTdO2Y | 6|



White paperRealtime backhaubssurancdéo enhanceQoE

4.Backhauhasto support applicatiorbased realtime traffic management
QoE metricdake center stage in backhaul assurance

As operators learn to deal with more complex and uneven traffic distribution in
real time mobile backhaul has twork within this new framework for RAN evolutio expands backhaul requirements
performance assurance and traffic managemant] avoidoecomingthe

bottleneck that degrades QoEo @lo sqbackhauhasto be more than a high Multiple RAT interfacesL TE networks coexist sibdgside with 2G and 3G

capacity pipelt hasto accommodate different sourseof traffic andneetthe networks, with WAFi for both residential and workplace offloaahd withcarrier
different requirementsset by factors such application type, location, RAN Wi-Fi.LTE unlicensed is the latest addition to the,randalthough it is a version ¢
conditionsandpolicy. This has to happen in real time to be effective. LTE that works ithe 5 GHzinlicensed bandt introduces significant differences

from LTE in licensed bangsartially due to thesupportof LAAfor listenbefore-
While QoE metrics gain prominence in assessing backhaul performamgelath  talk, or LBTto manage interference with \ARi
not directly drivethe assessment difackhaul performanceéOperators have to
relate QOE measurements to KPIs anthtperformance of different elements
in the network.QoE metricsthough,are dificult to quantify because they are
inherentlymore subjectre than KPlIs, arttiere isno industry-wide definition of
QoE measurementsr data traffic Even more challenging is the need to relate
QOE to network performanaeincludingbackhaul performance. Low QOE for
video, for instance, may be due to problemshwthe handset, RAN congestion,
backhaul limitations, policy enforcement, or a bottleneck in the interface with
internet if the video is not cached.

More spectrun bands Operators need and use more spectrum to meet the
increase in data traffic. Carrier aggregation enables operators to use licensed
spectrum they own, or can acquire, to transmit efficiently within multiple band:s

Operators are more eager to use iaehsed spectrum with carrier Wi, LWA or

LTE unlicensed on an opportunistic basis, because unlicensed spectrum prov
valuable increase in capacity whéhesebands are not congested.

Regulators are trying to allocate additional spectrum for neatpilfficg e.g., the
3.5 GHz band in the USA. With 5G, mobile operators hope to use spectrum a
6 GHz, which can support very high capacity in dense environments.

Backhaul assurandgcrucialto ensuring that backhaul suppottse new mobile  small cells and other sublayer elemenfensification is necessary to increase
operatorrequirements Along with other types operformance and service network capacity to meet increasing traffic demand. In addition to outdoor sm.
assurance, it has to move beyond averaged historicalik@¥derto identify and  cell deployments, it will include indoor femtell and smaiell deployments, DAS
resolve performance issues in real tina¢ the granularity level that is required.  and carrier WiFi networks.

To succeed in this taskackhaul assance has to work within the wider context
of endto-end network assurance. When the operator spatsssue that
degrades network performance or Qai&he endto-end leve] it has to identify
the source within the network. Backhaul assurance is oneedtiaibls operators
can usdo go deeper in their assessment of network performance, and either
exonerate backhaul or establish its roldtie problem

SONTo manage the @&xistence of multiple elements with overlapping coverac
areas, automation is necessary to finme the RAN in neaeal time. SON treats
the network elements and capacity as dynamically changing, and modifies R/
settings to optimize the use of networ&sources.
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5.Multiple RATSs, bands and layemexist in HetNets
Backhaul assurance to operate across RAN elemants backhaul solutions

{YFHff OSftftaqQ AYLI Ol 2y

As traffic and traffic management solutions evolve, so do the RAN
infrastructureand its operationsn the RAN, the transition fsward The hgher number oRAN engdoints increases the need fecalable, lowcomplexity, cost
less homogeneous networks in which multiple elements coexist anc €effective solutions, which nevertheless provide full functionality, resiliency and high cap

are increasingfintegrated. Infrastructure installed on netelecom assets, closer to the ground but close to an

aggregation poinimposeslimits onthe choice of backhaul solutions. At many locations,
fiber is not available or cosffective andLOS or NLG#reless backhatias to be used
instead. Multiple backhaul solutions with varying performance characteristics are often
deployed within the same @print, increasing the complexity of monitoring and
troubleshooting backhaul.

Deepermtegration across networkse.g., LTEnd WiFi¢ allows
mobile operators to allocate traffic to specific RAN resources,
depending on the capaities of RAN elements, retiine RAN
conditions, subscriber location withine footprint,demand,and
policy.The flexibility in managing traffic flows within the RAN makes
the effective RAN capacity dynamic and affects backhaul requireme Multi-hop backhaul in huland-spoke or mesh topologies further increases the complexit
which changeorrespondingly in time. backhaul requirements and management. Requirements vary, and visibility may ¢e los
limited at different locations within the local network.
Operators have to ensure the backhaul meets the RAN requiremen
during network deployment, but as RAN elements change, they hax
to check that RAN requirements continue to be met. This is especia
true in smalicell deploymenrs with multthop backhaul, in which cells
can be added to a local topology (e.g., fauaspoke or mesh The introduction of the X2 interface in LTE networks to coordinate transmission among
topologies) more frequently than in a maevaly scenario. overlapping or adjacent network elements allows mobile operators to improve RAN res
utilization, but generates higher levels of signaling and imposes additionaieuntsc
The heterogeneous mix of RAN elements creates a more complex €specially for latencyin the backhaul. XBased signaling remains in the R&\WNis not sent
environment for backhaul assures, because backhaul requirements to the core¢ making it difficult for mobile operators to monitor it and troubleshoot any

Smalicell networks are designed to grow organically as demand grows, with the additio
small cells to the existing footprint as the need arises. In aamgkspoke or mesh topology,
such addions often change the backhaul requirements of multiple links within the netwc

vary for each element. Monitoring and troubleshooting HetNets, problems that may originate from it.

especially whetthey include a smaell layer, havéo take into Neutrathost modelsare emerging to make smakll deployments cost effective, scalable,
account factors such as load sharing, aggregation, visibility and and easier to deploy and manage. They typically require a shared backhaul link manag
infrastructure sharing, wiohare less relevardr do not applyn a third-party service provider, which may or may not be the netlicat provider. While this
macroonly environment. arrangement gives operators flexibility and cost reduction, it limits their visibility into the

backhaul up to the aggregation point, and possibly further if transport from the aggrega
point to their core network is shared.
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Small-cell hub-and-spoke connectivity and Ethernet backhaul Source: Viavi

6.Ethernet backhaul is cost effective, dfDAM can be challenging
New backhaul assurancsolutionsare needed to meetew requirements

Operators no longer use TDb&sed private circuits for backhaul. EtherMRLS
basedbackhaul can now deliver scalable, resilient, caggiade performance in a
costeffective way and support legacy technologies such as TDM, making it possible
to support2G, 3G and 4€oncurrentlyover the same link.

While the standardgcludethe functionality mobile operatorsequire, they may not
provide the networkfault and performance monitoring data that operatersed
especially in multivendor environments, oh&re backhaul is shared or provided by
third parties (see next two sections).

©2016{ SYyT I CAftA [/ 2yadAg idAy3d w 666PaASYyT | TAtAO2yadAg GAYyTdO2Y |9|



White paperRealtime backhaubssurancdéo enhanceQoE
In somecasespperators resort taisingNIDgthat give them more visibility into

backhaul performance and better troubleshooting capabilities Nilisalso Drivers for carrier Ethernet and IP/MPLS backhaul
introduce additional cost and complexity in the management of backbaul5 a
limited scalability and cost cam lan issue in macronly networks, but become a

Lower costs

small cells or other sublayer RAN elemegdsid the variety of backhaul flexibility for bandwidth pricing.

solutions sharply increasklobile operators have sted to deploy smart SFP

transceivers as an alternativehey are more cost effectivieavea smaller Legacy support

footprint requirement andallow operators to achieve the monitoring accuracy \ip|_senabled backhaul supports multiple technologies, including legacy ones
and resolution required to manage complex backhaul networks as TDM.

When deployingmall cells, perators face diggerchalleng, because¢hey have  Support for guaranteed SLAs
to keepcosts lower than in the macro network, but their OAM requirements al
unchangedBackhaul assurance becomes all the more importargnturethat
operators benefit from the cost sengs of carrier Ethernet backhauherl
increased complexity in traffic composition and distribution, and the need to  Improved support for QoS
monitor and troubleshoot performance on the basis of #izake QoE and RAN
condition dataexpand theelevance andequired functionalityof backhaul
assurance Ethernet OAM standards

SLAs may include committed information rates, committed burst rates, exces:
information rates, and random early discards.

Classof-service options are supported.

These have introduced OAM capabilitie€thernet to support networfault and
performance management. Key Ethernet OAM standards are:

IEEE 802.3ah for the access link (Ethernet first mile)

IEEE 802.1ag for the connectivity layer (connectivity fault management)
IEEE 802.1aj for managitgstomer demarcation devices

ITUT-Y.1731 (network and service layer OAM)

RFE&544 and ITU-Y.1564 (service level validation)

RF&357 (Tweway Active Measurement Protocol, or TWAMP)

MEF H_MI to manage the UNI and to autonfigure the CE

> > > > >
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